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1
DYNAMIC HANDWRITING VERIFICATION
AND HANDWRITING-BASED USER
AUTHENTICATION

BACKGROUND

Electronic handwriting is increasingly important in a vari-
ety of contexts. For example, electronic handwriting is now
commonly used in place of pen and paper to obtain a credit
card holder’s affirmation of a credit card transaction. As elec-
tronic handwriting has become more common, the ability to
verify authenticity of electronic handwriting has also become
more important.

U.S. Pat. No. 6,487,310 describes an “elastic matching”
method for comparing one signature against another, com-
prising the operations of creating a mapping between corre-
sponding points in two signatures to be compared measured at
different times after the commencement of writing the signa-
tures which maximizes the correlation between the local spa-
tial neighborhood of the measured points and simultaneously
minimizes the curvature of the elastic spatial distortion from
the mapping, providing quantitative measures of both the
degree of the spatial correlations and the degree of the non-
uniform spatial distortions in the mapping, thereby providing
measures of the similarity between the signatures.

Whatever the benefits of prior handwriting verification
techniques, they do not have the advantages of the techniques
and tools described below.

SUMMARY

This summary is provided to introduce a selection of con-
cepts in a simplified form that are further described below in
the Detailed Description. This summary is not intended to
identify key features of the claimed subject matter, nor is it
intended to be used as an aid in determining the scope of the
claimed subject matter.

In at least one aspect of the present disclosure, a handwrit-
ing verification method comprises obtaining a handwriting
test sample containing a plurality of available parameters,
wherein the plurality of available parameters comprises geo-
metric parameters and one or more non-geometric param-
eters; extracting the geometric parameters from the plurality
of available parameters; based on the geometric parameters,
deriving geometric features comprising an x-position value
and a y-position value for each of a plurality of evenly dis-
tributed feature points in the handwriting test sample; per-
forming first feature matching between geometric features of
the handwriting test sample and geometric features of a ref-
erence sample; determining a handwriting verification result
based at least in part on the feature matching; and outputting
the handwriting verification result. The geometric features
may further comprise values derived from the geometric
parameters, such as direction and curvature values. The deter-
mining of the handwriting verification result can be further
based on a count of unlinked feature points.

The first feature matching can include finding mappings
between one or more of the evenly distributed feature points
in the test sample and one or more evenly distributed feature
points in the reference sample. The first feature matching can
include a simulated annealing process. The simulated anneal-
ing process can include selecting a feature point in the refer-
ence sample; generating a pseudo-random value; comparing
the pseudo-random value with a constant; and based on the
comparing, determining whether to remove a link from a
selected point in the reference sample or define a new link
between the selected feature point in the reference sample and
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a selected feature point in the test sample. The determining
step can be biased towards defining a new link over removing
an existing link based on the value of the constant. If a new
link is defined, any previously existing links that are crossed
by the new link can be removed.

Second feature matching also can be performed, which
may include evaluation of a non-geometric parameter (e.g., a
time-related parameter, such as speed or acceleration). The
handwriting verification result can be further based on the
second feature matching.

In another aspect, a handwriting verification method com-
prises performing feature matching between geometric fea-
tures of a handwriting test sample and geometric features of a
reference sample, wherein the feature matching comprises
defining one or more links between one or more evenly dis-
tributed feature points in the test sample and one or more
evenly distributed feature points in the reference sample;
obtaining a count of consecutive unlinked feature points in
the test sample; and outputting a handwriting verification
result, wherein the handwriting verification result is based at
least in part on the feature matching and the count of con-
secutive unlinked feature points in the test sample.

In another aspect, a user authentication method comprises
receiving test signature data and a user device identifier (ID)
from a user device; searching for a name 1D associated with
the test signature data; obtaining the name ID; searching for a
reference device ID associated with the name ID; comparing
the reference device ID with the user device ID; and providing
authentication information (e.g., an authentication result) to
the user device based on the comparing. The device IDs may
be, for example, pen or stylus IDs associated with a pen or
stylus.

In another aspect, a user authentication method comprises
receiving test signature data (e.g., encrypted test signature
data), a device identifier, and a service identifier from a user
device, wherein the service identifier relates to a service
executing on the user device; comparing the test signature
data with reference signature data; based on a result of the
comparing, obtaining authentication information (e.g., a user
ID and a password) associated with the service executing on
the user device; and providing the authentication information
to the user device. If the test signature data is consistent with
the reference signature data, the test signature data may be
added to the reference signature data (e.g., as supplemental
information for future authentications).

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A is a high-level diagram of an illustrative cloud
computing arrangement configured to verify authenticity of
sample handwriting data;

FIG. 1B is a functional block diagram of an illustrative
handwriting data processing section;

FIG. 2A is an illustration of a handwritten signature com-
prising a plurality of pen events;

FIG. 2B is a diagram of rotation, altitude, and azimuth
parameters that can be detected for a pen device;

FIG. 2C is an illustration of an example data structure that
can be used to represent a pen event and a data sequence order
of such pen events;

FIG. 3 is a functional block diagram of a handwriting
verification service that may be implemented in a handwrit-
ing verification server;

FIG. 4 is a flow chart of an example dynamic handwriting
verification process;

FIG. 5 is an illustration of feature points along a handwrit-
ing path;
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FIG. 6 is a graph that illustrates calculations of x-positions
and y-positions of respective feature points;

FIGS. 7A and 7B are illustrations that depict calculations
of direction and curvature, respectively, for a current feature
point based on x-positions and y-positions of previous feature
points and subsequent feature points;

FIG. 8 is diagram of mappings established between a test
sample and a reference sample by a feature matching tech-
nique;

FIG. 9A is a flow chart of an example annealing process
that can be used in a handwriting verification process;

FIG. 9B is a graph that illustrates conditions for allowing
increases in energy during an annealing process used in a
handwriting verification process;

FIG.9Cis aflow chart of an example process by which a set
of links can be changed in an annealing process used in a
handwriting verification process;

FIG. 9D is diagram of an illustrative change in a set of links
during an annealing process used in a handwriting verifica-
tion process;

FIG. 9E is a flow chart of an example process by which
annealing can be repeated in a handwriting verification pro-
cess;

FIG. 10 is a graph showing results from a test in which the
proportion of features that are linked and the mean link
energy for a large number of signatures have been plotted;

FIG. 11 is a flow chart of an example sample matching
process that includes a count of consecutive unlinked feature
points;

FIGS. 12A and 12B are illustrations of a test sample and a
reference sample, respectively, that may be processed accord-
ing to a sample matching process that includes a count of
consecutive unlinked feature points;

FIG. 13 is a graph that illustrates results of comparison of
elapsed time values corresponding to feature points in two
handwriting samples;

FIG. 14 is a flow chart of an example post-processing
process that can be used after a determination has been made
as to whether a test sample is consistent or inconsistent with
a reference sample;

FIG. 15 is a diagram of an illustrative computer system and
process for verifying authenticity of a signature;

FIG. 16 is an illustration of a table that can be used to look
up a reference signature based on one or more identifiers;

FIG. 17 is a diagram of an illustrative handwriting-based
user authentication process in a suitably configured comput-
ing system;

FIG.18A is anillustration of a table that can be used to look
up an identifier based on signature data;

FIG. 18B is an illustration of a table that can be used to look
up a device identifier based on other identifiers;

FIG. 19A is a diagram of another illustrative handwriting-
based user authentication process in a suitably configured
computing system;

FIG.19B is an illustration of a table of data that can be used
in the user authentication process shown in FIG. 19A; and

FIG. 20 is a block diagram that illustrates aspects of an
exemplary computing device appropriate for use in accor-
dance with embodiments of the present disclosure.

DETAILED DESCRIPTION

The present disclosure is generally directed to techniques
and tools for verifying electronic signatures or other elec-
tronic handwriting.

Determining whether a signature is authentic poses many
challenges. One challenge is that authentic signatures made
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by the same person will always have some degree of variabil-
ity. Another challenge is that the degree of variability between
authentic signatures will vary from person to person. Previ-
ously, a determination of the level of variability has been
made by combining several reference samples collected at
different times into a template that can be used for verifica-
tion. However, collecting several reference samples at differ-
ent times does not fit well with many business processes. For
example, banks have traditionally stored a single reference
signature for comparison purposes. Thus, the ability to
improve the accuracy of a verification process while using a
single reference would be advantageous.

Accordingly, in described embodiments, a dynamic hand-
writing verification engine is configured to compare hand-
writing data associated with a handwriting test sample (e.g., a
signature) with handwriting data associated with a reference
sample to determine whether the test sample is authentic.
Although some embodiments described herein refer to veri-
fication of signatures, it should be understood that embodi-
ments described herein can be used to verify handwriting of
all kinds, and are not limited to verification of signatures.

In accordance with embodiments described herein, a veri-
fication process involves matching geometric features in a
test sample and a reference sample while allowing for minor
differences resulting from natural inconsistency between
samples that are made by the same person. In addition to
geometric features, the verification process also can take into
account more data that can be generated by current handwrit-
ing collection technology (e.g., movement of a pen between
strokes, pen pressure, pen angles, and the like), which can
improve the quality of verification results. Because different
input devices may provide different types of data, the verifi-
cation process can adapt to the types of data provided by
particular devices, in accordance with embodiments
described herein. For example, if a test sample includes pres-
sure information and a reference sample does not, the verifi-
cation process can omit analysis of pressure information and
focus instead on comparisons of data that are common to the
two samples.

The detailed description set forth below in connection with
the appended drawings where like numerals reference like
elements is intended as a description of various embodiments
of'the disclosed subject matter and is not intended to represent
the only embodiments. Each embodiment described in this
disclosure is provided merely as an example or illustration
and should not be construed as preferred or advantageous
over other embodiments. The illustrative examples provided
herein are not intended to be exhaustive or to limit the claimed
subject matter to the precise forms disclosed.

In the following description, numerous specific details are
set forth in order to provide a thorough understanding of
exemplary embodiments of the present disclosure. It will be
apparent to one skilled in the art, however, that many embodi-
ments of the present disclosure may be practiced without
some or all of the specific details. In some instances, well-
known process steps have not been described in detail in order
not to unnecessarily obscure various aspects of the present
disclosure. Further, it will be appreciated that embodiments
of the present disclosure may employ any combination of
features described herein.

FIG. 1A is a high-level diagram of an illustrative cloud
computing arrangement 1 configured to verify authenticity of
sample handwriting data in accordance with techniques
described herein. In the example shown in FIG. 1A, hand-
writing input devices 10, 12, and 14 provide handwriting data
in various forms to a handwriting verification server 700 over
a network 20 (e.g., the Internet). The handwriting input
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devices 10, 12, and 14 may be implemented as dedicated
handwriting collection devices or as general purpose devices,
such as suitably configured smart phones or tablet computers.
Although the handwriting input devices 10, 12, and 14 are
referred to herein as “input devices,” such devices are not
limited to the collection of input and typically will also
include other functionality (e.g., display functionality, data
transmission functionality, etc.).

When a handwritten signature is made on paper, an ink pen
leaves a continuous trail of ink that forms the signature. A
digital version of a handwritten signature generally com-
prises a collection of discrete data points measured at regular
time intervals.

Referring again to FIG. 1A, any of the input devices 10,12,
14 may use electromagnetic resonance (EMR) technology, in
which a digitizer incorporates a sensor board that detects the
pen’s movement and energy is induced in the pen’s resonant
circuit by a magnetic field generated by the sensor board
surface. The pen’s resonant circuit then makes use of this
energy to return a magnetic signal to the sensor board surface.
The board detects the pen’s coordinate position at regular
time intervals even if the electronic pen does not touch the
sensor board surface, so long as the pen remains within close
enough proximity to the sensor board, such that signals can
still be received from the pen. (The effective signal range can
vary depending on the particular technology being used, but is
generally on the order of several millimeters.)

Alternatively, other handwriting input technology can be
used. For example, an electronic pen may use other wireless
technology or may be connected by a wire to a digitizer. As
another example, an electronic pen may or may not be detect-
able away from the surface of a digitizer. As another example,
an electronic pen may be powered or unpowered. Powered
pens may receive power via a wire connected to an external
power source or via an on-board battery. As another example,
it is possible to input handwriting data without an electronic
pen (e.g., via a stylus on a pressure sensitive digital writing
pad, a touchscreen, or some other input device that does not
require an electronic pen).

However the handwriting data may be collected, handwrit-
ing data provided by the input devices 10, 12, and 14 may
include pen event information, device information, and/or
contextual information about the context in which the hand-
writing was made. In described embodiments, pen event
information includes the x, y position of the pen-tip on or
above the digitizer surface and the time since the start of the
handwriting. Further, pen event information may optionally
include additional information subject to the capabilities of
the input devices 10, 12, and 14, such as pressure (pen force),
angles (azimuth, altitude, and/or rotation) and pen-down sta-
tus. Pen event information is typically collected at regular
intervals during a signing process.

Device information may include information needed to
convert from digitizer units to real-world units. Contextual
information for a signature may include the name of the
person signing; the date and time of signature; the reason for
signing; the type and version of operating system used on a
host device; the type of digitizer; the version of the digitizer
device driver; a unique identifier taken from the network
interface controller (NIC) address of the a host device; if a
cryptographic hash function is used, information about the
type of hash function; and/or supplementary data that may be
added by a software application at the time of capture. Con-
textual information also may include information about the
document being signed, such as a cryptographic message
digest.
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Referring again to FIG. 1A, the handwriting verification
server 700 performs a verification process that compares
handwriting test samples with reference samples to determine
whether the test samples are authentic. Results of the verifi-
cation process can be output by the handwriting verification
server 700. In at least one embodiment, the handwriting veri-
fication server 700 performs the verification process illus-
trated in FIG. 4, as described in further detail below. In the
example shown in FIG. 1A, results of the verification process
are provided by the handwriting verification server to a post-
processing section 790 for further processing (e.g., format-
ting results for display, storing results, analyzing results,
transmitting results to other devices, etc.). The post-process-
ing section 790 may be implemented in the handwriting veri-
fication server 700 and/or in one or more other devices.

The handwriting verification server 700 can verify the
authenticity of handwriting input data provided in various
forms (e.g., integrated data, streamed data, raw pen event
data). For example, as shown in FIG. 1A, the input devices 10
and 12 can transmit raw handwriting data to a handwriting
data processing section 100, which can generate and transmit
streamed data or integrated data to the handwriting verifica-
tion server 700 over the network 20, as described in further
detail below.

FIG. 1B is a functional block diagram of an illustrative
handwriting data processing section 100. The handwriting
data processing section 100 may be implemented (e.g., as
software or hardware) within a handwriting input device or in
some other device that may communicate with the input
device directly (e.g., via a USB connection) or over a net-
work.

In the example shown in FIG. 1B, the handwriting data
processing section 100 comprises an input handling section
101, a stream generating section 200, a lossy data processing
section 300, and an integrating section 400. The input han-
dling section 101 is responsible for forwarding raw handwrit-
ing data for further processing by, e.g., the stream generating
section 200 and the lossy data processing section 300. The
stream generating section 200 receives raw handwriting data
as input and generates streamed data (e.g., separate streams
for x-coordinate, y-coordinate, and pressure information,
along with header information). In at least one embodiment,
the stream generating section 200 uses lossless encoding
techniques to generate compressed streamed data comprising
a plurality of streams.

Inthe example shown in FIG. 1B, the lossy data processing
section 300 also receives raw handwriting data as input. The
lossy data processing section 300 can use lossy data process-
ing techniques (that is, techniques that may involve data loss)
to generate stroke data (which can be used to render the
handwriting as an image) and/or image data (e.g., image data
in a PNG format or some other image data format). For
example, the lossy data processing section 300 may include
an ink engine configured to perform data formatting and
processing that may be needed to render a visual representa-
tion of the handwriting (e.g., a signature) for display. As an
alternative to the arrangement shown in FIG. 1B, in which
stroke data and/or image data is generated based on raw
handwriting data, the lossy data processing section 300 can
generate output based on streamed data provided by the
stream generating section 200.

In the example shown in FIG. 1B, the integrating section
400 receives the streamed data and the stroke and/or image
data as input and outputs integrated handwriting data. The
integrating section 400 may output integrated data in a single
output file (e.g., an image file) or it may separately output
streamed data and/or stroke/image data. In at least one
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embodiment, streamed data can be converted into an encoded
binary format, and the integrated data can take the form of a
digital image with the encoded binary data inserted stegano-
graphically into the digital image. For more information, see
U.S. Provisional Patent Application No. 61/895,895, filed on
Oct. 25, 2013, which is incorporated herein by reference.

The arrangements shown in FIGS. 1A and 1B are only
examples. Many other arrangements are possible. For
example, although handwriting input and handwriting verifi-
cation are described with reference to FIG. 1A as occurring in
different devices (e.g., in input devices and the handwriting
verification server 700, respectively), handwriting input and
handwriting verification also can be performed within the
same device. As another example, although handwriting
input devices and a handwriting verification server are
described with reference to FIG. 1A as communicating within
a cloud computing arrangement 1 over a wide-area network
such as the Internet 20, input devices and the handwriting
verification server also can communicate in some other way
(e.g., over a local-area network). As another example, the
details of how the handwriting data processing section 100
operates may vary depending on implementation and/or con-
text. As another example, a handwriting data processing sec-
tion 100 is not required for providing handwriting data to be
verified according to the techniques described herein. In the
example shown in FIG. 1A, input device 14 generates raw pen
event data and transmits the raw pen event data over the
network 20 to the handwriting verification server 700 without
intermediate processing by a handwriting data processing
section 100.

In accordance with embodiments described herein, a hand-
writing sample to be verified (or “test sample™) can be a
handwritten signature (see FIG. 2A) or any other type of
handwriting, such as printed characters or an artistic drawing.

In described embodiments, handwriting data can be repre-
sented as a sequence of pen events. Typically, a pen event
records the position of the pen tip (e.g., while on the surface
of'or within a limited range of a digitizer) at a particular time.
In addition to x/y-coordinate values, some handwriting input
devices also may detect other information such as pen angle,
writing speed, writing pressure, etc. Depending on device
capabilities, pen data associated with pen events may include
additional measurements such as pen pressure and angles. In
the example shown in FIG. 2B, rotation, altitude, and azimuth
are among the parameters that can be detected for a pen device
(represented by a large black arrow).

Referring again to FIG. 2A, an illustrative handwritten
signature 206A comprises a plurality of pen events are
detected by a pen device and digitizer using technology (e.g.,
EMR technology) that allows pen events to continue to be
detected when the pen is lifted from the surface of the digi-
tizer, as long as the pen remains within signal range. In the
example shown in FIG. 2A, coordinates detected when the
pen is up are depicted as lighter dots, and coordinates detected
while the pen is down are depicted as darker dots.

FIG. 2C is an illustration of an example data structure 210
that can be used to represent a pen event and a data sequence
order 212 of such pen events. A sequence of pen events can be
provided as input to, for example, a handwriting verification
server 700, either in a raw form and/or in a pre-processed
form (e.g., via a handwriting data processing section 100,
which may be used to put the pen event data into the form of
streamed data and/or integrated data). In the example shown
in FIG. 2C, the data structure 210 can be implemented as a
“struct” or “class” type. Alternatively, the data structure 210
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can be implemented in some other way. In described embodi-
ments, pen events are provided in the order they occurred in
the data sequence order 212.

FIG. 3 is a functional block diagram of a handwriting
verification service 700 A that may be implemented in a hand-
writing verification server (e.g., the handwriting verification
server 700 shown in FIG. 1A). In the example shown in FIG.
3, the handwriting verification service 700A comprises a
handwriting test sample data handling section 710 compris-
ing subsections 720, 730, and 740 that are configured to
process handwriting data in various forms. In the illustrated
example, an integrated data handling subsection 720, a
streamed data handling subsection 730, and a raw handwrit-
ing data handling subsection 740 are configured to receive
integrated data, streamed data, and raw handwriting data,
respectively, as input, and generate pen event parameters as
output. Some of the data handling sections may be capable of
outputting other data, as well. For example, in the example
shown in FIG. 3, integrated data handling section 720 is
configured to extract image data from the integrated data and
transmit the image data to post-processing section 790A for
further processing.

In the example shown in FIG. 3, a verification section 750
receives pen event parameters from the handwriting test
sample data handling section 710 and receives a reference
sample from a repository 760. (The repository 760 may be
implemented on a device separate from the handwriting veri-
fication service 700A, as shown in FIG. 3, or the repository
may be implemented on the same device as the service 700A.)
The verification section 750 verifies the authenticity of a
handwriting test sample by comparing features derived from
the pen event parameters with features of the reference
sample.

An example dynamic handwriting verification process is
shown in FIG. 4. The verification process shown in FIG. 4 can
be performed by a handwriting verification server (e.g., hand-
writing verification server 700 in FIG. 1A) or by some other
device. The verification process shown in FIG. 4 can be
performed in a cloud computing arrangement (e.g., cloud
computing arrangement 1 shown FIG. 1A) or in some other
arrangement. In described embodiments, the verification pro-
cess uses geometric parameters of the handwriting in a hand-
writing test sample to derive handwriting features that can be
compared with features in a reference sample.

In the example shown in FIG. 4, geometric parameters of
the handwriting are chosen from available pen event param-
eters at step S101. In this example, geometric parameters of
the handwriting include x-coordinate values and y-coordinate
values. The available pen event parameters from which the
geometric parameters are chosen may include, in addition to
the x-coordinate values and y-coordinate values, pressure
values, angle values, time stamp information, or the like. The
available pen event parameters may depend on factors such as
the capabilities of the input device that was used to create the
handwriting.

Because the speed of ordinary handwriting varies, the
detection of x-coordinate and y-coordinate positions at regu-
lar time intervals results in variable spacing between the
detected positions. Referring again to the example signature
shown in FIG. 2A, the coordinate positions 2068 of the pen
events are detected at regular intervals (e.g., at a sample rate
01’133 points per second, 200 points per second, or some other
sample rate). Therefore, greater spacing between the coordi-
nate positions 206B indicates portions of the signature in
which the pen is moving faster, and narrower spacing indi-
cates portions in which the pen is moving slower.
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Referring again to FIG. 4, in order to facilitate comparison
of feature points in handwriting test samples and reference
samples, feature points are derived from the geometric
parameters of the handwriting at step S103. Feature points
derived in this way follow the handwriting path of the sample
but need not be co-located with pen events. In at least one
embodiment, feature points are evenly distributed along the
handwriting path. However, feature points can be distributed
in other ways.

FIG. 5 depicts illustrative spacing of feature points along a
handwriting path. In the example shown in FIG. 5, the feature
points are evenly distributed. In general, decreasing the spac-
ing tends to increase the number of feature points, which can
lead to increased processing time. On the other hand, increas-
ing the spacing tends to decrease the number of feature points,
which can lead to decreased accuracy and omission of impor-
tant features in the handwriting. In at least one embodiment,
aregular spacing of 1 mm is used as a compromise to balance
reasonable processing time with accurate detection of impor-
tant handwriting features.

The particular spacing that is used can vary depending on
implementation. For example, the spacing between feature
points need not be uniform. According to one alternative
approach, feature points can be positioned according to a
density normalization process in which the spacing between
densely packed pen events is expanded for the corresponding
feature points. In such an approach, feature points may or may
not be co-located with original pen events. The density nor-
malization process also can include inserting feature points
into portions of the handwriting path where pen events are
sparse. The density normalization process can be applied to
the test sample and to the reference sample to resolve point
density differences between the samples while still allowing
for some variation in spacing between feature points, which
can help to preserve information relating to speed and accel-
eration of handwriting. The density normalization process
can help to provide comparable sets of feature points between
samples obtained by devices with different sampling rates.

Referring again to FIG. 4, each of the feature points (see
step S103) is associated with a corresponding x-position and
y-position calculated at regular spatial intervals along the
handwriting path. In at least one embodiment, the x-positions
and the y-positions of the respective feature points are calcu-
lated as shown in FIG. 6.

In the example shown in FIG. 6, the x-position (X) and the
y-position (Y) of the feature points are defined as the propor-
tion of the x-coordinate value or y-coordinate value, respec-
tively, relative to an overall value of the respective dimension
(e.g., width (w) or height (h)) of the handwriting or some
portion of the handwriting (e.g., a stroke).

In at least one embodiment, feature points are defined for
the entire length of a handwriting sample, including pen-up
areas in which the pen was not in contact with the tablet
surface. In some circumstances, pen-up information will not
be available between strokes. This can occur, for example,
when a capture device is used that does not support pen-up
data, or when a pen is held at a distance from the digitizer such
that pen-up data cannot be detected. If pen-up information is
notavailable, feature points can be generated within the limits
of pen-down pen events.

Referring again to FIG. 4, at step S105, direction (D) and
curvature (C) are derived from x-positions and y-positions of
the derived feature points. In this example, the direction and
curvature values derived at step S105 are not based on x/y-
coordinate values from the original pen events. In at least one
embodiment, direction and curvature are derived for a current
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feature point based on x-positions and y-positions of previous
feature points and subsequent feature points, as shown in
FIGS. 7A and 7B.

In the example shown in FIG. 7A, the direction D for a
current feature point 802 is calculated as the angle (relative to
the horizontal, in radians) of the line between the previous
feature point 804 and the next feature point 806. In the
example shown in FIG. 7B, the curvature C for a current
feature point 802 is calculated as the angle (in radians)
between the line that connects the current feature point 802 to
the previous feature point 804 and the line that connects the
current feature point 802 to the next feature point 806.

Referring again to FIG. 4, at step S107 feature matching is
performed using geometric features (e.g., X-position, y-posi-
tion, direction, curvature) of the feature points. In this
example, the goal of the feature matching is to link corre-
sponding geometric features in a handwriting sample to be
verified (or test sample) and a reference sample while provid-
ing flexibility to account for natural variation in authentic
handwriting. The feature matching of step S107 may include
more than one feature matching pass, as described in further
detail below.

FIG. 8 is an illustration of mappings established between a
test sample 810 and a reference sample 820 by a feature
matching technique (e.g., step S107 in FIG. 4). In the example
illustrated in FIG. 8, the mappings comprise links (repre-
sented by dashed lines) established between corresponding
feature points (represented by circles) in a test sample 810 and
a reference sample 820. The consistency of the handwriting
line at each end of the link can be referred to as the “energy”
of'the link. In this example, the energy is measured in terms of
the differences between x-position (X), y-position (Y), direc-
tion (D), and curvature (C) values of the linked feature points.

In at least one embodiment, the energy is measured accord-
ing to the following equation:

ek (X m X+, (Y.~ Y24k j(D, =D, P4k (C.=C, P,

where e, is the energy of the i link, connecting a reference
sample r with a test sample t; X,, Y,, D,, and C, are the x, y,
direction and curvature values for the reference sample; X,,
Y,. D, and C, are the x, y, direction and curvature values for
the test sample; and k, k, k;, and k. are weighting factors for
the different energy components.

In at least one embodiment, an optimal set of links is one
that achieves a minimum total energy (E) of the system,
which can be defined according to the following equation:

E=Xe+k,n

i

where e, is the energy of the i” link; k, is a constant repre-
senting the energy of an unlinked feature; and n,, is the num-
ber of unlinked features (if any).

In at least one embodiment, numerical annealing is used to
minimize the differences between the feature points at the
ends of each link, and thereby minimize the energy E. In
particular, in at least one embodiment, a method of simulated
annealing is used to make pseudo-random changes to the link,
which may increase or decrease the overall energy.

In one example annealing process, which is now described
with reference to FIGS. 9A-9D, changes that result in a reduc-
tion of the overall energy are always accepted, and changes
that result in energy increases may be accepted depending on
factors such as the current temperature of the system, which
may be progressively reduced. The term “temperature” as
used herein refers to the mathematical energy of the system
and does not refer to any actual thermal energy. Similarly,
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related terms such as “cooling” are used to refer to reduction
of the mathematical energy, and do not refer to any change in
actual thermal energy.

“Energy” and “temperature” are related terms that can be
used to model the annealing process. In at least one embodi-
ment, a goal of the annealing process is to find the best set of
links between corresponding features in two signatures. The
relative merit of any of the possible linking patterns can be
determined by assessing the similarity of the geometric fea-
tures such as position, line direction and curvature at linked
feature points. The energy of a link is a measure of the dif-
ferences between the two feature points. Zero energy indi-
cates a state of having identical features, and the energy
increases as the differences become more substantial.

The annealing process tries to minimize the total energy of
the system by adjusting the set of links. However, if individual
adjustments that increase the total energy were never permit-
ted, the probability of the annealing process becoming
trapped in a local minimum of total energy would increase. To
address this situation, the annealing process can be designed
to reduce the probability of the process becoming trapped in
a local minimum by allowing some changes that result in an
increase in energy, thereby allowing for the possibility that
subsequent changes may achieve lower total energy.

The temperature of the system can be used to control the
likelihood of a change that increases the total energy. In at
least one embodiment, the temperature is initially set at a
relatively high value that allows increases in energy to occur
more frequently. The temperature is reduced as the annealing
process proceeds. As the temperature drops, the likelihood of
increased energy is reduced until stability in the system is
reached.

Referring now to the example annealing process illustrated
in FIG. 9A, at step S201 the variables E (energy), T (tempera-
ture), 1_step, and I_cycle are initialized. At step S203, the
linkage is changed. In this context, the term “linkage” is used
to refer generally to the one or more links between the test
sample and the reference sample. Therefore, at step S203, the
set of links between the test sample and reference sample is
changed in some way. (An example process by which the set
of links can be changed is described in detail below with
reference to FIG. 9C.)

At step S205, the total energy of the changed linkage
(E_new) is compared with the total energy of the previous
state of the linkage (E_prev). If E_new is less than or equal to
E_prev, the change to the linkage is retained at step S207. If
E_new is greater than E_prev, a determination is made at step
S217 as to whether the change to the linkage can still be
accepted.

In at least one embodiment, increases in energy may be
accepted depending on a ratio involving the magnitude of the
change (dE) and the current temperature. In the example
shown in FIG. 9B, increases in energy (positive dE) are
allowed when the following condition is met:

—dE
U<eT

where U is a uniform deviate value in the range of 0=<Ux<1.0,
dE is the change in overall energy resulting from the change
to the linkage, and T is the current temperature of the system.
A uniform deviate is used to generate one or more pseudo-
random values U. A single uniform deviate generator is used
for the entire comparison between the test sample and the
reference sample, and it is always initialized with the same
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seed. This ensures that the comparison of the test sample and
the reference sample always returns the same result.

An example process by which the linkage can be changed
(see step S203 in FIG. 9A) will now be described with refer-
ence to FIG. 9C. At step S203-1, a feature point is selected in
a reference sample. At step S203-2, a determination is made
as to whether the uniform deviate value U is less than the
constant K_RemovelLink.

In at least one embodiment, step S203-2 is performed at
each change to the linkage by pseudo-randomly determining
to either remove a link or set a new link by comparing the
value U with the constant K_RemovelLink. The value of
K_RemoveLink can be set to bias the determination towards
either removing an existing link or setting a new link. Experi-
ments indicate that it is desirable if about 30% of the changes
consist of removing the link, in which case K_RemovelLink
would be setto 0.3. The value of constant K_RemovelLink can
vary depending on implementation.

If U is less than K_RemoveLink, the link is removed from
the selected feature point at step S203-3. (This step allows the
annealing process to remove a link without inserting any
others to replace it, to ensure that more possible changes to the
linkage are achievable.) Otherwise, a feature point in the test
sample is selected at step S203-4, and a link is inserted
between the selected feature points in the reference sample
and the test sample at step S203-5. At step S203-6, any pre-
viously existing links that are crossed by the newly inserted
link are removed from the linkage. In the example shown in
FIG. 9D, a new link 830 crosses three previously existing
links, which are removed from the linkage according to the
example process described in FI1G. 9C.

In general, it is desirable to ensure that enough changes are
made to the linkage to allow the minimum energy state to be
achieved and to ensure that the temperature is reduced suffi-
ciently to allow the solution to settle in an optimal state.
Referring again to FIG. 9A, steps S209-S215 are used to
determine whether the annealing process has reached its end.
In the example shown in FIG. 9A, I_cycle is incremented at
step S211 until a maximum value (Max_cycles) is reached
(see step S209), and I_step is incremented at step S215 until
a maximum value (Max_steps) is reached (see step S213).
When I_step is incremented at step S215, the temperature (T)
of the overall system also is reduced by multiplying T by a
cooling factor (K_cool). The number of steps is the number of
temperature changes that are made, with the temperature
being reduced by the cooling factor at each stage. The number
of cycles is the number of changes that are attempted at each
temperature level. Values such as Max_cycles, Max_steps,
and K_cool can vary depending on implementation.

The annealing process can be made more accurate, at the
possible expense of processing speed, by using a larger num-
ber of cycles and more gradual temperature reductions. In at
least one embodiment, annealing parameters (e.g., number of
cycles, cooling factor for temperature reductions) are chosen
to get adequate accuracy quickly in the majority of cases.
However, this can occasionally result in poor linkage between
two samples that would otherwise have acceptable linkage if
the annealing was adequate.

To help determine whether poor linkage is a result of dis-
similarity between samples or an inaccurate initial annealing
process, a second annealing process can be performed with a
different initial seed. An example process by which annealing
can be repeated is illustrated in FIG. 9E. At step S301, a
uniform deviate is initialized to a fixed value. At step S303, an
annealing process is performed, such as the process shown in
FIG. 9A. At step S305, if a good match is found between the
two samples, a determination is made at step S311 that the
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samples are consistent. Other attributes (e.g., time values,
pressure values, angle values) also can be checked at step
S315 to confirm the consistency of the samples.

If a good match is not found at step S305, a check is
performed at step S307 to determine whether another anneal-
ing attempt will be made. The check performed at step S307
may involve comparing the number of annealing steps
already performed with a maximum value. For example, in at
least one embodiment, if 2 annealing attempts have not been
made yet, the annealing step S303 is repeated without reset-
ting the uniform deviate generator in order to guarantee that
the same random sequence will not be used in the subsequent
annealing step. Otherwise, with 2 annealing attempts having
been made, a determination is made at step S313 that the
samples are inconsistent.

After annealing has been performed, the resulting linkage
will include a set of links, each with a known energy. How-
ever, not all feature points will be linked unless the samples
are identical or nearly identical. The quality of the linkage can
be assessed by calculating a proportion (P,) of the feature
points that are linked and the mean link energy (E,,) accord-
ing to the following equations:

an
P =
Ry + Ry
2
Ep =

where P, is the proportion of features that are linked, n, is the
total number of links, n, is the number of features in the
reference sample, and n, is the number of features in the test
sample. In embodiments that use the above equations to
assess linkage quality, consistent signatures will have high
values of P, and low values of E,, Conversely, dissimilar
samples will have low values of P, and high values of E,,,.

The expected difference in P, and E,,, values for consistent
signatures and inconsistent signatures can be measured
empirically. In FIG. 10, results are shown from a test in which
the proportion P, and the mean link energy E,, for a large
number of signatures have been plotted. The plot points in the
region 1010 within the dashed line are each associated with a
comparison of samples that are from different people and
therefore likely to be inconsistent. The plot points in region
1020 within the dotted line are each associated with a com-
parison samples that are from the same person and therefore
likely to be consistent.

In the example shown in FIG. 10, a large majority of data
points in region 1010 reflect P, and E,, values associated with
inconsistent samples, and a large majority of data points in
region 1020 reflect P, and E,, values associated with consis-
tent samples. There is some overlap between the regions 1010
and 1020 in an area labeled as “borderline,” in which the P,
and E,, values do not clearly indicate whether the samples are
consistent or inconsistent. However, the results in FIG. 10
show that it is possible in many cases to make an initial
assessment of whether the test sample and the reference
sample are consistent based on handwriting geometry. In at
least one embodiment, test samples that are identified as
inconsistent at this stage are automatically given a verifica-
tion score of 0, and no further processing is done to determine
whether the test sample is consistent with the reference
sample.

Although the P, and E,, values are effective for measuring
linkage quality in many scenarios, they may not reflect sig-
nificant differences between a test sample and a reference
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sample if a substantial portion of the samples are very similar.
It is possible to improve the accuracy of handwriting verifi-
cation by performing an additional check to determine
whether there is a significant section of unlinked feature
points between the test sample and the reference sample.

Referring again to FIG. 4, at step S109 a determination is
made as to whether the test sample and the reference sample
are a sufficient match. In the example shown in FIG. 4, if the
test sample and the reference sample are determined to be a
sufficient match at step S109, then further processing is per-
formed (see step S111, described in further detail below)
before outputting a result of the verification at step S113.
However, if the test sample and the reference sample are
determined not to be a sufficient match at step S109, a result
showing the samples to be inconsistent can be output at step
S113 without further processing.

The output produced at step S113 can be any output that is
suitable to indicate a result of the verification, such as a
Boolean value. Alternatively, a different value that allows for
indicating more than just a binary or true/false result can be
used. In least one embodiment, the output produced at step
S113 comprises a floating point value ranging from 0 (indi-
cating that the test sample and the reference sample are very
different) to 1.0 (indicating that the test sample and the ref-
erence sample are very similar).

FIG. 11 illustrates an example matching process S109 that
includes a count of consecutive unlinked feature points. Inthe
example shown in FIG. 11, at step S109-1 an initial measure
of linkage quality is performed by determining P, and E,,
values for linkage between a test sample and a reference
sample. As mentioned above with reference to FIG. 10, at step
S109-2, if the values of P, and E,, indicate that the test sample
and the reference sample are not consistent, the process S109
returns a result indicating that the test sample and the refer-
ence sample are not a good match (not consistent) at step
S109-5, and further processing in the matching process S109
can be omitted. However, if the values of P, and E,, indicate
that the test sample and the reference sample are consistent, at
step S109-3 consecutive unlinked feature points are counted.

FIGS. 12A and 12B depict a test sample and a reference
sample, respectively, that may be processed according to the
matching process S109 illustrated in FIG. 11. FIG. 12A
depicts an example test sample having a “Z” shape, and FIG.
12B depicts an example reference sample having a similar
“7” shape, but with an additional loop. Substantial portions of
the two samples depicted in FIGS. 12A and 12B are identical
or very similar. Thus, a high proportion of the features
depicted in FIGS. 12A and 12B may be linked with very low
link energies. The additional loop in the reference sample
shown in FIG. 12B may be unlinked, but the overall linkage
and link energy may be similar to what would be expected in
natural variations among authentic signatures.

The samples depicted in FIGS. 12A and 12B are illustrative
of a scenario in which the values of P, and E,, may indicate
that the test sample and the reference sample are consistent,
despite a significant missing feature in the test sample. An
additional check for consecutive unlinked feature points (as
illustrated in FIG. 11) may be used to improve the accuracy of
the matching process. In the illustrative scenario depicted in
FIGS. 12A and 12B, the matching process illustrated in FIG.
11 may be used to determine that the respective samples are
not consistent due to the missing feature.

Referring again to FIG. 11, at step 109-4 a determination is
made whether the unlinked feature points are significant. If
the unlinked feature points are significant, the process S109
returns a result indicating that the test sample and the refer-
ence sample are not a good match (not consistent) at step
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S109-5. If the unlinked feature points are not significant, the
process S109 returns a result indicating that the test sample
and the reference sample are a good match (consistent) at step
$109-6.

In at least one embodiment, determining whether the
unlinked feature points are significant includes determining
whether the count of consecutive unlinked features points in
anunlinked section is greater than a predetermined value N .
Counts that are greater than N, can be added, and the total
length of these counts can be represented as a proportion
(referred to as “proportion free,” or P ) of the overall sample
length. Counts that are less than or equal to N ,can be ignored.
The value of N,, can vary depending on implementation.
Samples with a P value exceeding a predetermined value can
be deemed inconsistent.

Referring again to FIG. 4, if a test sample and a reference
sample have been initially determined to be a sufficient match
at step S109 based on handwriting geometry, additional
evaluation is performed at step S111 using other pen event
parameters that are not limited to handwriting geometry.

In at least one embodiment, the additional evaluation per-
formed at step S111 comprises non-geometric feature match-
ing, which can include analysis of time-related pen event
parameters, such as writing speed. Individuals tend to
develop a habitual rhythm in the way they write with a pen,
which means that pen speed and acceleration tend to be very
similar (though not identical) for handwriting (e.g., signa-
tures) made by the same person. Thus, time-related pen event
parameters, which differ from the geometric features that are
analyzed in other steps, can be useful in a handwriting veri-
fication process (e.g., as a supplement to geometric feature
matching). In at least one embodiment, geometric features
can be extracted from raw handwriting data along with
elapsed time corresponding to the respective features, allow-
ing comparison of elapsed time values.

FIG. 13 is a graph that illustrates results of comparison of
elapsed time values corresponding to feature points in two
handwriting samples. The results are illustrated in FIG. 13 as
aplot corresponding to elapsed time for linked feature points.
Each point in the plot corresponds to a link and represents the
elapsed time to a feature point in a reference sample (hori-
zontal axis) and the elapsed time to a linked feature pointin a
test sample (vertical axis). For signatures that are consistent,
the elapsed time from the start of the signature should be
similar for each pair of linked feature points.

In the example shown in FIG. 13, the points are plotted
inside a rectangle that represents overall consistency (by the
rectangle’s diagonal slope, or angle from the horizontal) and
variability (by the rectangle’s narrower dimension, as indi-
cated by the perpendicular arrows) of speed. Overall consis-
tency in this context refers to the average total time elapsed
(and therefore the speed) of the respective samples. In this
example, the rectangle’s slope of approximately 1:1 indicates
that the samples have a consistent average speed. Variability
in this context refers to differences in local changes in speed.
Acceptable limits in overall consistency and variability of
speed can be measured through testing of signature samples
that are known to be made by the same person.

Referring again to FIG. 4, the additional evaluation per-
formed at step S111 also can include analysis of other param-
eters, such as pen pressure or pen angles. Pen pressures can be
reliably compared by assessing the status (e.g., increasing,
decreasing, or steady) of the pressure at each feature point.
Consistency of pressure can be calculated as a proportion P,,
of links that have the same pressure status at each end of the
link. An acceptable value of P, can be determined by measur-
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ing pressure variation in a large number of signature samples
that are known to be from the same person.

Typically, pen pressures are measured as relative values,
rather than as absolute force values. Pressure values are
device-dependent, with variations in sensitivity occurring
even between devices of the same model due to factors such
as differences in construction, hysteresis, and aging of pen
materials. Thus, it is not generally possible to make reliable
comparisons between samples using absolute force values,
particularly if the same person may have used different input
devices to provide the samples.

FIG. 14 is a flow chart of an example post-processing
process that can be used after a determination has been made
as to whether a test sample is consistent or inconsistent with
a reference sample. In the example process illustrated in FIG.
14, if a test sample is determined to be consistent with a
reference sample at step S401, the test sample can be added to
a repository as another reference sample at step S403. When
a test sample is found to be consistent with a reference
sample, the test sample can be used to supplement existing
reference samples and potentially improve the accuracy of
future verification processes. Further, in the example process
illustrated in FIG. 14, at step S405 the verification result can
be output along with separate image data that can be rendered
for display. For example, if the handwriting data for the test
sample was integrated with image data, an image of the hand-
writing can be displayed along with an indicator of the result
of' the verification process (e.g., whether the handwriting has
been verified or not).

FIG. 15 is a diagram of an illustrative computer system and
process for verifying authenticity of a signature. The particu-
lar signature verification techniques that may be used in the
system and process depicted in FIG. 15 can vary from those
described herein, depending on implementation. In the
example shown in FIG. 15, the signature is made on a contract
in a banking context.

As shown in FIG. 15, a server 1510 provided by ABC Bank
provides an original contract document to a handwriting input
device 10 for signature. The input device 10 generates signa-
ture data in response to a user’s signing the contract and
integrates the signature data with an image of the signed
contract. The input device 10 provides the integrated file to a
signature verification server 700B over a network 20 (e.g., the
Internet). The handwriting input device 10 may be imple-
mented as a dedicated handwriting collection device or as a
general purpose device, such as a suitably configured smart
phone or tablet computer with pen input capability.

In the example shown in FIG. 15, the server 1510 (or some
other server controlled by ABC Bank) provides a user ID to
the signature verification server 700B. The signature verifi-
cation server 700B uses the user ID to select an appropriate
reference signature in repository 760 to use in a verification
process.

FIG. 16 depicts a table 1690 that the signature verification
server 700B can use to look up a reference signature based on
one or more identifiers (e.g., a service ID (which identifies the
entity that provided the document for signature) and the user
ID provided by the server 1510). The service ID may be
provided by the server 1510, the input device 10, or some
other entity. As shown in table 1690, the reference signature
can be in any language, and more than one reference signature
may be available for a single user.

Referring againto FIG. 15, the signature verification server
700B verifies the signature provided by the input device 10 by
comparing the signature with the reference signature. The
signature verification server 700B returns a result of the veri-
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fication to the input device 10 indicating whether the signa-
ture is verified (“OK”) or not verified (“NG”).

FIG. 17 is a diagram of an illustrative computer system and
handwriting-based user authentication process that can be
used to authenticate a user based on the user’s signature. The
illustrative computer system and handwriting-based user
authentication process depicted in FIG. 17 may use handwrit-
ing verification techniques described herein or other hand-
writing verification techniques for user authentication,
depending on implementation.

In the example shown in FIG. 17, an input device 10 gen-
erates test signature data in response to a user attempting to
sign in to a computer system by signing with a pen/stylus
device 11. The input device 10 provides the signature data
along with a user device ID (e.g., a stylus ID associated with
the pen/stylus device 11) to a signature sign-in service 1720
over a network 20 (e.g., the Internet).

In the example shown in FIG. 17, the signature sign-in
service 1720 searches for a “name ID” based on the test
signature data provided by the input device 10. The signature
sign-in service 1720 can use a verification process to deter-
mine whether the test signature data provided by the input
device 10 is consistent with corresponding reference signa-
ture data associated with one or more reference signatures
stored in database 1730.

FIG.18A is anillustration of a table that can be used to look
up an identifier (e.g., in database 1730) based on signature
data. In particular, FIG. 18A depicts a table 1890 that the
signature sign-in service 1720 can use to look up a name 1D
(e.g., a local ID combined with a service ID) based on the
signature data provided by the input device 10. The local ID
may be associated with a user, and the service ID may be
associated with a device 1D service 1710 (see FIG. 17).

Referring again to FIG. 17, the signature sign-in service
1720 sends the user device ID and the name ID (e.g., local ID
plus service ID) to the device ID service 1710. FIG. 18B is an
illustration of a table that can be used to look up a reference
device ID (e.g., a stylus ID) based on other identifiers. In
particular, FIG. 18B depicts a table 1892 that the device ID
service 1710 can use to look up a reference device ID that
corresponds to the name ID provided by the signature sign-in
service 1710. If the reference device ID in the table entry
matches the user device ID sent by the signature sign-in
service 1720, the device ID service 1710 can send authenti-
cation information back to the input device 10. In the example
shown in FIG. 17, the authentication information includes an
authentication result of “success” or “failure.” In addition to
the success/failure result, the authentication information
transmitted in this example can include (e.g., in the case of
“success”) a user ID and password that may be required to
complete the log-in process.

FIG. 19A is a diagram of another illustrative handwriting-
based user authentication process in a suitably configured
computing system. In this example, the user authentication
process is a log-in process that is used to provide access to a
social network service called ‘“Book+”; however, other ser-
vices can be accessed in a similar way.

As shown in FIG. 19A, a handwriting input device 10
activates a log-in process associated with a service (e.g., by
navigating to a website associated with the service using a
browser application or by activating a dedicated application
associated with the service). The device 10 captures signature
data (e.g., in a signature area 1902), which may be generated
in response to a user signing with a pen/stylus device (not
shown). The device 10 sends the signature data as test signa-
ture data to be verified. The test signature data is sent along
with a device ID associated with the device 10 and/or a
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pen/stylus device and a service ID (e.g., “Book+") associated
with the service to a signature sign-in service 1920 over a
network 20 (e.g., the Internet).

In the example shown in FIG. 19A, the signature sign-in
service 1920 verifies the test signature data (e.g., by compar-
ing the test signature data with reference signature data in
accordance with techniques described herein or other tech-
niques) and obtains authentication information (e.g., user ID
and password information) based at least in part on the results
of the verification. The signature sign-in service 1920 is
implemented as a “one-pass” sign-in service that allows a
user to be authenticated using a single instance of user input
(a signature) rather than requiring multiple instances of user
input (e.g., a user ID and a password) to be provided by the
device 10.

FIG. 19B depicts a table 1990 that illustrates information
that can be provided to a signature sign-in service (e.g., sign-
in service 1920) to authenticate a user, along with authenti-
cation information (e.g., user ID and password) that can be
returned from the signature sign-in service if the user authen-
tication is successful. In the example shown in FIG. 19B, a
pen/device ID, signature data associated with a test signature
to be verified, and a service ID (e.g., “Book+”) can be
received from a user device (e.g., input device 10) and used to
authenticate a user of the user device with respect to the
service identified by the service ID.

Referring again to FIG. 19A, the signature sign-in service
1920 can use information such as the device ID and the
service ID to look up one or more reference signatures asso-
ciated with a user in the database 1930. The signature sign-in
service 1920 can then use a handwriting verification process
to determine whether the signature data provided by the input
device 10 is consistent with the reference signature(s). Once
the user has been authenticated with the signature sign-in
service 1920, the service 1920 can transmit the user ID and
password to the device 10. The user ID and password can then
be used to complete the log-in process. For example, the
device 10 can automatically fill in the user name (e.g., an
email address) and password in appropriate fields in a user
interface.

Inpractice, any collection of information that allows a user
to be reliably authenticated by a signature sign-in service
(e.g., signature sign-in service 1920) can be used for user
authentication. The particular information that may be used to
look up a particular user in a database (e.g., database 1930)
can vary depending on factors such as the information that is
transmitted to the signature sign-in service, the information
that is stored in the database, and the way the database is
designed.

For security purposes, any information relating to hand-
writing verification and related user authentication processes
(e.g., handwriting data, device identifiers, service identifiers,
authentication information, etc.) may be encrypted (e.g.,
using symmetric (e.g., shared-secret-key) or asymmetric
(e.g., public-key) encryption). Encrypted information may be
decrypted before further processing is performed on the
underlying information. For example, encrypted test signa-
ture data may be decrypted prior to comparing the test signa-
ture data with reference signature data.

Unless otherwise specified in the context of specific
examples, described techniques and tools may be imple-
mented by any suitable computing devices, including, but not
limited to, laptop computers, desktop computers, smart
phones, tablet computers, and/or the like. For example,
although generation of handwriting data in some examples
described herein may require certain hardware features, such
as an electronic pen, the raw data generated by an electronic
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pen may be transmitted to and processed by suitably config-
ured general purpose computing devices, including, but not
limited to, laptop computers, desktop computers, smart
phones, tablet computers, and/or the like.

Some of the functionality described herein may be imple-
mented in the context of a client-server relationship. In this
context, server devices may include suitable computing
devices configured to provide information and/or services
described herein. Server devices may include any suitable
computing devices, such as dedicated server devices. Server
functionality provided by server devices may, in some cases,
be provided by software (e.g., virtualized computing
instances or application objects) executing on a computing
device that is not a dedicated server device. The term “client”
can be used to refer to a computing device that obtains infor-
mation and/or accesses services provided by a server over a
communication link. However, the designation of a particular
device as a client device does not necessarily require the
presence of a server. At various times, a single device may act
asaserver, a client, or both a server and a client, depending on
context and configuration. Actual physical locations of clients
and servers are not necessarily important, but the locations
can be described as “local” for a client and “remote” for a
server to illustrate a common usage scenario in which a client
is receiving information provided by a server at a remote
location.

FIG. 20 is a block diagram that illustrates aspects of an
exemplary computing device 2000 appropriate for use in
accordance with embodiments of the present disclosure. The
description below is applicable to servers, personal comput-
ers, mobile phones, smart phones, tablet computers, embed-
ded computing devices, and other currently available or yet-
to-be-developed devices that may be used in accordance with
embodiments of the present disclosure.

In its most basic configuration, the computing device 2000
includes at least one processor 2002 and a system memory
2004 connected by a communication bus 2006. Depending on
the exact configuration and type of device, the system
memory 2004 may be volatile or nonvolatile memory, such as
read only memory (“ROM”), random access memory
(“RAM”), EEPROM, flash memory, or other memory tech-
nology. Those of ordinary skill in the art and others will
recognize that system memory 2004 typically stores data
and/or program modules that are immediately accessible to
and/or currently being operated on by the processor 2002. In
this regard, the processor 2002 may serve as a computational
center of the computing device 2000 by supporting the execu-
tion of instructions.

As further illustrated in FIG. 20, the computing device
2000 may include a network interface 2010 comprising one or
more components for communicating with other devices over
anetwork. Embodiments of the present disclosure may access
basic services that utilize the network interface 2010 to per-
form communications using common network protocols. The
network interface 2010 may also include a wireless network
interface configured to communicate via one or more wireless
communication protocols, such as WiFi, 2G, 3G, 4G, LTE,
WiMAX, Bluetooth, and/or the like.

In the exemplary embodiment depicted in FIG. 20, the
computing device 2000 also includes a storage medium 2008.
However, services may be accessed using a computing device
that does not include means for persisting data to a local
storage medium. Therefore, the storage medium 2008
depicted in FIG. 20 is optional. In any event, the storage
medium 2008 may be volatile or nonvolatile, removable or
non-removable, implemented using any technology capable
of'storing information such as, butnot limited to, a hard drive,

10

15

20

25

30

35

40

45

50

55

60

65

20
solid state drive, CD-ROM, DVD, or other disk storage, mag-
netic tape, magnetic disk storage, and/or the like.

As used herein, the term “computer-readable medium”
includes volatile and nonvolatile and removable and non-
removable media implemented in any method or technology
capable of storing information, such as computer-readable
instructions, data structures, program modules, or other data.
In this regard, the system memory 2004 and storage medium
2008 depicted in FIG. 20 are examples of computer-readable
media.

For ease of illustration and because it is not important for
an understanding of the claimed subject matter, FIG. 20 does
not show some of the typical components of many computing
devices. In this regard, the computing device 2000 may
include input devices, such as a keyboard, keypad, mouse,
trackball, microphone, video camera, touchpad, touchscreen,
stylus, and/or the like. Such input devices may be coupled to
the computing device 2000 by wired or wireless connections
including RF, infrared, serial, parallel, Bluetooth, USB, or
other suitable connection protocols using wireless or physical
connections.

In any of the described examples, data can be captured by
input devices and transmitted or stored for future processing.
The processing may include encoding data streams, which
can be subsequently decoded for presentation by output
devices. Media data can be captured by multimedia input
devices and stored by saving media data streams as files on a
computer-readable storage medium (e.g., in memory or per-
sistent storage on a client device, server, administrator device,
or some other device). Input devices can be separate from and
communicatively coupled to computing device 2000 (e.g., a
client device), or can be integral components of the comput-
ing device 2000. In some embodiments, multiple input
devices may be combined into a single, multifunction input
device (e.g., a video camera with an integrated microphone).
Any suitable input device either currently known or devel-
oped in the future may be used with systems described herein.

The computing device 2000 may also include output
devices such as a display, speakers, printer, etc. The output
devices may include video output devices such as a display or
touchscreen. The output devices also may include audio out-
put devices such as external speakers or earphones. The out-
put devices can be separate from and communicatively
coupled to the computing device 2000, or can be integral
components of the computing device 2000. In some embodi-
ments, multiple output devices may be combined into a single
device (e.g., a display with built-in speakers). Any suitable
output device either currently known or developed in the
future may be used with described systems.

In general, functionality of computing devices described
herein may be implemented in computing logic embodied in
hardware or software instructions, which can be written in a
programming language, such as C, C++, COBOL, JAVA™,
PHP, Perl, HTML, CSS, JavaScript, VBScript, ASPX,
Microsoft NET™ languages such as C#, and/or the like.
Computing logic may be compiled into executable programs
or written in interpreted programming languages. Generally,
functionality described herein can be implemented as logic
modules that can be duplicated to provide greater processing
capability, merged with other modules, or divided into sub-
modules. The computing logic can be stored in any type of
computer-readable medium (e.g., a non-transitory medium
such as a memory or storage medium) or computer storage
device and be stored on and executed by one or more general-
purpose or special-purpose processors, thus creating a spe-
cial-purpose computing device configured to provide func-
tionality described herein.
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EXTENSIONS AND ALTERNATIVES

Many alternatives to the systems and devices described
herein are possible. For example, individual modules or sub-
systems can be separated into additional modules or sub-
systems or combined into fewer modules or subsystems. As
another example, modules or subsystems can be omitted or
supplemented with other modules or subsystems. As another
example, functions that are indicated as being performed by a
particular device, module, or subsystem may instead be per-
formed by one or more other devices, modules, or sub-
systems. Although some examples in the present disclosure
include descriptions of devices comprising specific hardware
components in specific arrangements, techniques and tools
described herein can be modified to accommodate different
hardware components, combinations, or arrangements. Fur-
ther, although some examples in the present disclosure
include descriptions of specific usage scenarios, techniques
and tools described herein can be modified to accommodate
different usage scenarios. Functionality that is described as
being implemented in software can instead be implemented
in hardware, or vice versa.

Many alternatives to the techniques described herein are
possible. For example, processing stages in the various tech-
niques can be separated into additional stages or combined
into fewer stages. As another example, processing stages in
the various techniques can be omitted or supplemented with
other techniques or processing stages. As another example,
processing stages that are described as occurring in a particu-
lar order can instead occur in a different order. As another
example, processing stages that are described as being per-
formed in a series of steps may instead be handled in a parallel
fashion, with multiple modules or software processes concur-
rently handling one or more of the illustrated processing
stages. As another example, processing stages that are indi-
cated as being performed by a particular device or module
may instead be performed by one or more other devices or
modules.

The principles, representative embodiments, and modes of
operation of the present disclosure have been described in the
foregoing description. However, aspects of the present dis-
closure which are intended to be protected are not to be
construed as limited to the particular embodiments disclosed.
Further, the embodiments described herein are to be regarded
asillustrative rather than restrictive. [t will be appreciated that
variations and changes may be made by others, and equiva-
lents employed, without departing from the spirit of the
present disclosure. Accordingly, it is expressly intended that
all such variations, changes, and equivalents fall within the
spirit and scope of the claimed subject matter.

The embodiments of the invention in which an exclusive
property or privilege is claimed are defined as follows:
1. A handwriting verification method executed in a com-
puter system, the method comprising:
obtaining a handwriting test sample containing a plurality
of available parameters, wherein the plurality of avail-
able parameters comprises geometric parameters and
one or more non-geometric parameters;
extracting the geometric parameters from the plurality of
available parameters;
based on the geometric parameters, deriving geometric
features comprising an x-position value and a y-position
value for each of a plurality of evenly distributed feature
points in the handwriting test sample;
performing feature mapping by finding mappings between
one or more of the evenly distributed feature points in the
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test sample and one or more evenly distributed feature
points in the reference sample, wherein the feature map-
ping includes:

(1) selecting a feature point in the reference sample, and

(i) based on a pseudo-random value, determining whether

to (a) remove a link from a selected point in the reference
sample, or (b) define a new link between the selected
feature point in the reference sample and a selected
feature point in the test sample; and

determining a handwriting verification result based at least

in part on the mappings.

2. The method of claim 1, wherein the finding mappings is
performed in a simulated-annealing process.

3. The method of claim 1, wherein the determining whether
to remove a link or define a new link is biased towards defin-
ing a new link over removing an existing link based on the
value of the constant.

4. A non-transitory computer-readable medium having
stored thereon computer-executable instructions configured
to, when executed, cause a computer system to:

obtain a handwriting test sample containing a plurality of

available parameters, wherein the plurality of available
parameters comprises geometric parameters and one or
more non-geometric parameters;

extract the geometric parameters from the plurality of

available parameters;

based on the geometric parameters, derive geometric fea-

tures comprising an x-position value and a y-position
value for each of a plurality of evenly distributed feature
points in the handwriting test sample;

perform feature mapping by finding mappings between

one or more of the evenly distributed feature points in the
test sample and one or more evenly distributed feature
points in the reference sample, wherein the feature map-
ping includes:

(1) selecting a feature point in the reference sample, and

(i) based on a pseudo-random value, determining whether

to (a) remove a link from a selected point in the reference
sample, or (b) define a new link between the selected
feature point in the reference sample and a selected
feature point in the test sample; and

determine a handwriting verification result based at least in

part on the mappings.

5. The computer-readable medium of claim 4, wherein said
finding mappings is performed in a simulated-annealing pro-
cess.

6. The computer-readable medium of claim 4, wherein said
determining whether to remove a link or define a new link is
biased towards defining a new link over removing an existing
link based on the value of the constant.

7. A system comprising one or more computing devices
programmed to:

obtain a handwriting test sample containing a plurality of

available parameters, wherein the plurality of available
parameters comprises geometric parameters and one or
more non-geometric parameters;

extract the geometric parameters from the plurality of

available parameters;

based on the geometric parameters, derive geometric fea-

tures comprising an x-position value and a y-position
value for each of a plurality of evenly distributed feature
points in the handwriting test sample;

perform feature mapping by finding mappings between

one or more of the evenly distributed feature points in the
test sample and one or more evenly distributed feature
points in the reference sample, wherein the feature map-
ping includes:
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(1) selecting a feature point in the reference sample, and

(ii) based on a pseudo-random value, determining whether
to (a) remove a link from a selected point in the reference
sample, or (b) define a new link between the selected
feature point in the reference sample and a selected 5
feature point in the test sample; and

determine a handwriting verification result based at least in
part on the mappings.

8. The system of claim 7, wherein said finding mappings is
performed in a simulated-annealing process. 10
9. The system of claim 7, wherein said determining
whether to remove a link or define a new link is biased
towards defining a new link over removing an existing link

based on the value of the constant.

#* #* #* #* #* 15



